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• Artificial Intelligence (AI): 인공지능 

• Machine Learning (ML): 기계학습 

• Natural Language Processing (NLP): 자연어처리 분야 
• Large Language Models (LLMs): 거대언어모델 

• Generative Pre-trained Transformer (GPT): OpenAI가 만든 LLM 시리즈 
• ChatGPT: GPT version 3.5부터 제공된 chatting 형태의 서비스
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• Current Research Topics 

• Theory: 정보이론, 기계학습이론, 최적화이론 (for understanding AI) 

• Application: LLM/GPT를 의료, 법률 등에 활용하는 방법
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LLMs Dominated ML/AI Research in 2023

https://trends.google.com

# Google Searches (Keyword: Large Language Models)
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LLMs Dominated ML/AI Research in 2023
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Battle of Top Tech Companies
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GPT
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• Generative: 새로운 것을 생성하는 
• Pretrained: 사전학습 과정을 거친 
• Transformer: 특정 뉴럴넷 구조의 이름 

                     (input: sequence, output: sequence)



GPT: Generative Pretrained Transformer
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[GPT1] Improving Language Understanding by Generative Pre-Training 
[GPT2] Language Models are Unsupervised Multitask Learners 
[GPT3] Language Models are Few-Shot Learners

GPT 1

2018.06

GPT 2 GPT 3 GPT 3.5 
(ChatGPT)

GPT 4

2019.02 2022.11 2023.03

Name

Release 
Date 2020.06
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Pr(wordn |word1, word2, …, wordn−1)

• Often viewed as “a probability distribution”

y x
(Prompt)(Completion)
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x: new, y: ML
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y: 

Wisconsin

Language modeling == next word prediction

(~ 500 billion pairs 
for GPT-3)

How is GPT Trained?

“new ML theory and 
methods to enable 
the rapid training 
and/or adaptation of 
predictors using a 
small number of 
labeled training 
examples”

A paragraph  
crawled from Internet



inference

x: <I hate this movie> Is this review comment positive or negative?

y: Negative

How to use GPT

GPT

Option #1: zero-shot (do not use any data for the target task)



Option #2: “fine-tune” a pre-trained GPT (use small data for the target task)

for small dataset
finetune

•x: <I hate this movie> Is this review positive or negative? y: Negative. 
•x: <cool> Is this review positive or negative? y: Positive.

Fine-tuned  
GPTGPT

How to use GPT



Option #3: “in-context learning” (use small data for the target task)

How to use GPT

x: “Q1: <I hate this movie.>  
    Is this review comment  
    positive or negative? 
    A1: Negative 
 
    Q2: <cool.>  
    Is this review comment  
    positive or negative? 
    A2: Positive 

    Q3: <Awesome.>  
    Is this review comment  
    positive or negative?”

GPT y: “A3: Positive.”
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LLM for Various Tasks

LLMx: sentence format y: sentence format

NLP Tasks 

• Question Answering 
• Summarization 
• Translation 
• Reading Comprehension 
• Solving SAT

Recently, we can put images/audio/etc. to LLMs 
(So called multi-modal LLM)

Non-NLP Tasks
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Example: Chatbot
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Example: Chatbot (cont’d)
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Example: Programming
Input:
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Example: Programming
Input:

Output:
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Example: Programming
Input:

Output:
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Example: Make Lecture Note
Input:
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Example: Make Lecture Note
Input: Output:



2. LLMs for Medical Domain
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My Current Topics in LLM for Medical Domain
1. Using LLMs for Diagnosing Mental Disorder [JMIR, under review] 

2. LLMs for Cognitive Distortion Classification [NAACL 2024 Clinical Workshop, accepted]
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1. Using LLMs for Diagnosing Mental Disorder
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1. Using LLMs for Diagnosing Mental Disorder
• Joint work with Profs @ Yonsei 

• 간호학과 추상희, 최지연 교수 
• 의생명시스템정보학교실 김병훈 연구조교수 

    + 소재희, 장준환, 김은지, 나준호 학생 
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1. Using LLMs for Diagnosing Mental Disorder
• Research Questions 

• RQ1: Can LLMs (1) delineate which part of the patients’ utterances are 
related to psychiatric symptoms and (2) name the corresponding symptoms?
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1. Using LLMs for Diagnosing Mental Disorder
• Research Questions 

• RQ1: Can LLMs (1) delineate which part of the patients’ utterances are 
related to psychiatric symptoms and (2) name the corresponding symptoms?

Transcript segment (having  tokens)T

Estimated
Ground-truth

……… My family's not going to China, they're coming 
to Korea, it's obvious, and that's what I came for. I 
mean, it's amazing how tightly a person's chest is 
held until they get to Thailand, ah, South Korea. ……

Question: 

Answer: 
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1. Using LLMs for Diagnosing Mental Disorder
• Research Questions 

• RQ2: Can LLMs summarize stressors and symptoms from an interview 
between a Post-traumatic stress disorder (PTSD) patient and a trained 
interviewer?
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1. Using LLMs for Diagnosing Mental Disorder
• Research Questions 

• RQ2: Can LLMs summarize stressors and symptoms from an interview 
between a Post-traumatic stress disorder (PTSD) patient and a trained 
interviewer?

Interview  
data

Experience 
Extraction 
Module

Symptom 
Extraction 
Module

Experiences

Symptoms

“Summarize the PTSD experiences and/or 
symptoms from the interview in 250 words.”

Instruction

⊕ LLM Summary 
(Exp only)

⊕ LLM

LLM

Summary 
(Symp only)

Summary 
(Exp+Symp)

⊕
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Result: Section Estimation

Estimated section is quite similar to the ground-truth section  
(in many cases with small recall mid-token distance)
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Result: Symptom Estimation
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Result: Summary

P9 experienced extreme mental and physical stress in North Korea and China. She faced 
natural disasters, extreme hunger, arrest of her family, and constant threats from public 
security, which led to fears of deportation and loss of her family. Experiential trauma 
manifested as regular nightmares, restless sleep, anxiety, avoidance, arousal, re-experiencing 
symptoms, and extreme stress reactions. She experienced severe hunger during the ”
hardship march” in North Korea, and legal insecurity and fear of family separation in China. 
These events led to her escape to South Korea and continue to impact her life today. The 
trauma recurs during the day and at night, and she continues to be extremely worried about 
her and her family’s safety. Overt symptoms of mental health include anxiety, depression, 
suicidal thoughts, death-related dreams, overreaction in everyday life, and physical symptoms 
such as increased heart rate and sweating. These symptoms meet the criteria for PTSD, 
and Patient P9 is highly traumatized and in need of professional mental health care.

• Summary of GPT on Patient P9
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Result: Summary
• Quantitative Evaluation of the summary generated by GPT

G-Eval score above 3.8 (out of 4.5): quite well done
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2. LLMs for Cognitive Distortion Classification
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2. LLMs for Cognitive Distortion Classification
• Joint work with EverEx 

• 보라매병원 정신건강의학과 최치현 교수 
• 의생명시스템정보학교실 김병훈 연구조교수 

    + 임세희, 김예진 학생 
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2. LLMs for Cognitive Distortion Classification
• Input: User Speech 

• Target Tasks 

• Distortion Assessment (True/False) 

• Distortion Classification (out of 10 types + No distortion)
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2. LLMs for Cognitive Distortion Classification
• LLMs can classify the cognitive distortion in the user speech 

• “Extraction” step improves the distortion classification performance 
• “Debate” step reduces the cases of false positives
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2. LLMs for Cognitive Distortion Classification
• Multiple rounds of “Debate” step improves the performance
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Summary

• LLMs are Dominating the ML/AI Field 

• LLMs for Medical Domain  

• My recent papers show that LLMs can assist psychiatric evaluations 

• What about other tasks?  
Probably better to rely on the success of multi-modal LLMs



Thanks!

https://itml.yonsei.ac.kr 
jysohn1108@gmail.com

https://itml.yonsei.ac.kr
mailto:jysohn1108@gmail.com

