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Basic Terminologies

. Artificial Intelligence (Al): 21&X|s

. Machine Learning (ML): 7|H|&t&

. Natural Language Processing (NLP): Xt210{X{2| 20}
. Large Language Models (LLMs): ZCHA{ 2 =

. Generative Pre-trained Transformer (GPT): OpenAlZ} Bf= LLM A|2|=
. ChatGPT: GPT version 3.558E X|&SE chatting QEfS| MH|A
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A Brief Introduction

+ Current Research Topics

- Theory: 8HO|Z, 7|A=t&0|=, £/&st0|2 (for understanding Al

- Application: LLM/GPTZ 2|=, HE S0 &&= 2
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LLMs Dominated ML/AIl Research in 2023

Google Searches (Keyword: Large Language Models)

https://trends.google.com



LLMs Dominated ML/AIl Research in 2023

ChatGPT Sprints to
One Million Users

Time it took for selected online services
to reach one million users

Launched

Netflix [T 3.5 years
Kickstarter* 2000 || NN 2.5 years
it o | .5 ycor
Twitter 2006 | N 2 years
Foursquare™ 2009 - 13 months -
Facebook 2004 [ 10 months = A‘ \ \\

Dropbox

O

28 R0 Y (o} \ INTRODUCING
Instagram™* 2010 [} 2.5 months D‘D‘D‘D .. A G Gemini

Spotify

ChatGPT 2022 |5 days

* one million backers ** one million nights booked *** one million downloads
Source: Company announcements via Business Insider/Linkedin

statista %a
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Battle of Top Tech Companies

i ~ Idempotent q*/acc & "

Elo Ratings of LLMs @IdemErebus
Project by LMSYS Org to rank LLMs via voting of community members (Timeframe: April 24 - f )
May 22, 2023) . DONDA is the new FAANG

W Proprietary [l Open Source/Research || Apache 2.0 [Jjjj Other

Y GPT-4 1,225 } Deepmind

¥ Claude-v1 1,195 L‘ Open Al

2 Ciudeinsant | vidia

 Databricks
Koala-13B 980

mpt-7b-chat 952
FastChat-T5-3B 041
9 0O Meta

i S— OpenAl

Oasst-Pythia-12B 9
databricks

StableLM-Tuned-Alpha-7B g}y
Dolly-V2-12B
LLaMA-13B 854

866

Originally published by Newcomer in the post "14 Charts That Tell the Story of Al Right Now"
Chart: newcomer.co * Source: LMSYS Org « Created with Datawrapper
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1. LLM Basics




GPT

. Generative: M2 S MAM5H=
- Pretrained: At&lels &2
- Transformer: & 724 #£X2| 0|&

(input: sequence, output: sequence)
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GPT: Generative Pretrained Transformer

@ — —
Name  GPT 1 GPT 2 GPT 3 GPT 3.5 GPT 4
(ChatGPT)
R‘S:f:e 2018.06 2019.02  2020.06 002211 2023.03

@OpenAI

|(GPT1] Improving Language Understanding by Generative Pre-Training
GPT2] Language Models are Unsupervised Multitask Learners
(GPT3] Language Models are Few-Shot Learners

14



GPT is a Language Model (LM)

- Q: What is the most likely missing word?




GPT is a Language Model (LM)

- Q: What is the most likely missing word?




GPT is a Language Model (LM)

1 ))
°

- Q: What is the most likely missing word?

- A “language model” (LM) is a model
that attempts to generate sentences that sound “typical” enough
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GPT is a Language Model (LM)

1 ))
°

- Q: What is the most likely missing word?

- A “language model” (LM) is a model
that attempts to generate sentences that sound “typical” enough

- Often viewed as “a probability distribution”

Pr(word, | wordy, word,, ..., word,_;)

15
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How is GPT Trained?

L anguage modeling == next word prediction

A paragraph
crawled from Internet

new ML theory and %= new. v: ML

methods to enable R frain Inference
the rapid training I X: NEW IVIL, eory
and/or adaptation of x: new ML theory, y: and > >

predictors using a Wisconsin

small numoer of - |
labeled training (~ 500 billion pairs

t

examples” for GPT-3) x: Madison is a city in
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How to use GPT

Option #1: zero-shot (do not use any data for the target task)

ﬁ mP : Negative

INference

x: <| hate this movie> Is this review comment positive or negative”



How to use GPT

Option #2: “fine-tune” a pre-trained GPT (use small data for the target task)

Fine-tuned

—)

finetune
for small dataset

* x: <l hate this movie> Is this review positive or negative” y: Negative.
* X: <cool> Is this review positive or negative”? y: Positive.



How to use GPT

Option #3: “in-context learning” (use small data for the target task)

x: “Q1: <l hate this movie.>

IS this review comment
positive or negative”?
Q2: <cool.>

IS this review comment
positive or negative?
A2: Positive

Q3: <Awesome.>
IS this review comment
positive or negative”?”




LLM for Various Tasks
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- Question Answering
- Summarization
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LLM for Various Tasks

x: sentence format = ﬁ ) sentence format

NLP Tasks Non-NLP Tasks

- Question Answering

+ Summarization Recently, we can put images/audio/etc. to LLMs
- Translation (So called multi-modal LLM)

+ Reading Comprehension
+ Solving SAT



Example: Chatbot
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Example: Chatbot (cont’d)
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Example: Programming

‘ f p Ut : JY Please make a python code that generates 1000 samples from 1-dimensional unit-variance

zero-mean gaussian distribution and plots the histogram of the generated 1000 samples.

We should also include real probability distribution function to compare with the histogram
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Example: Programming

JY Please make a python code that generates 1000 samples from 1-dimensional unit-variance
zero-mean gaussian distribution and plots the histogram of the generated 1000 samples.
We should also include real probability distribution function to compare with the histogram

numpy np
matplotlib.pyplot plt

scipy.stats 1 T noxrm

# Generate 1000 samples from a l1-dimensional Gaussian distribution

samples = np.random.normal(loc=0, scale=1, size= )

# Plot histogram of the generated samples

plt.hist(samples, bins=30, density=True, alpha= , edgecolor=

# Plot the real probability distribution function (PDF)
np.linspace(-4, 4, )

pdf = norm.pdf(x, loc=0, scale=1)

plt.plot(x, pdf, color= , label=




Example: Programming

‘ f p U't N Y Please make a python code that generates 1000 samples from 1-dimensional unit-variance
zero-mean gaussian distribution and plots the histogram of the generated 1000 samples.
We should also include real probability distribution function to compare with the histogram

Output:

Histogram and PDF of 1000 Samples from Gaussian Distribution

numpy np PDOF
matplotlib.pyplot plt sl [ Histogram
scipy.stats norm 0.35 -
LA o ) L 0.30 A
# Generate 1000 samples from a 1-dimens
samples = np.random.normal(loc=0, scale 0.25 -
. | . 0.20 -
# Plot histogram of the generated samp
plt.hist(samples, bins=30, density= 0.15 -
0.10 -
# Plot the real probability distributio
X = np.linspace(-4, 4, ) 0.05 - A‘Q
pdf = norm.pdf(x, loc=0, scale=1) 0.00
plt.plot(x, pdf, color= . label= —4 -3 —2 -1 0 1 2 3 4




Example: Make Lecture Note
INput:
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IK) s ﬁ,?a\c%\ce«\ SP@CQ % ‘;,,_._-« .
| rf ka ,} ﬁ'\& Qi‘{‘(fld\ { 0?9(\ th S\@Y'FMSk\ ‘l‘/\ FU‘ d ﬁ

} (
E['W n (Jﬁrk ther J[W’ )< ‘T) T—/z"f "“YX ”'_“’/

" l/l.) JV‘XQ ‘t/-»ix A~ )z)'(ri /

24



Example: Make Lecture Note

Definition 1.1.1: Limit of Sequence in R

Let {s,} be a sequence in R. We say

lim s, = s
nH—oo

where s € R if V real numbers € > 0 3 natural number N such that for n > N

S—€<sp<s+teie |s—s,|<e€

Waakde

b)fo\%\('é\ | . L.v'“mv . ""'"‘"
i ‘“ﬂ* 0t SQWInﬁq JWPD\U@‘@ D)

/ D o, ke 9] (6 T ff“w?.’”’d

Question 1

Is the set x—axis\{Origin} a closed set

Solution: We have to take its complement and check whether that set is a open set i.e. if it is a union of open

balls

We will do topology in Normed Linear Space (Mainly R" and occasionally C")using the language of Metric
Space

P ——

| L -

— A A- | (D.\, ,vdo {p% 84 ",' '\ ) ,\\3

fear o each obhox

Claim 1.1.1 Topology

Topology is cool

Example 1.1.1 (Open Set and Close Set)

Open Set: o o
e | J By(x) (Any r > 0 will do)
reX
e B,(x) is open
Closed Set: o X, ¢
e B,(x)

x—axis U y—axis

Theorem 1.1.1
If x € open set V then 3 0 > 0 such that Bs(x) c V

Proof: By openness ol V, x € B,(u)cV
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2. LLMs for Medical Domain




My Current Topics in LLM for Medical Domain

1. Using LLLMs for Diagnosing Mental Disorder [IMIR, under review]

2. LLLMs for Cognitive Distortion Classification INAACL 2024 Clinical Workshop, accepted]
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1. Using LLMs for Diagnosing Mental Disorder

Aligning Large Language Models for Enhancing
Psychiatric Interviews through Symptom
Delineation and Summarization

Jae-hee So!T, Joonhwan Chang!?, Eunji Kim?2, Junho Na!,
JiYeon ChOis’Gv Jy-yOHg SOhnil*a BYung-Hoon Kim12’3’4*,
Sang Hui Chu#*®”

1Department of Applied Statistics, Yonsei University.
’Department of Psychiatry, Yonsei University College of Medicine.
SDepartment of Biomedicine Systems Informatics, Yonsei University
College of Medicine.
‘Institute of Behavioral Sciences in Medicine, Yonsei University College
of Medicine.
°Department of Nursing, Mo-Im Kim Nursing Research Institute, Yonsei
University College of Nursing.
SInstitute for Innovation in Digital Healthcare, Yonsei University.
¥The corresponding authors contributed equally to this work.
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1. Using LLMs for Diagnosing Mental Disorder

- Joint work with Profs @ Yonsei
21554 248, 2|X/0l %ﬁ& ?
®

_ _ .
. OMYAIAHY BRI AHE HPEDS

Patient Psychiatrist Evaluation

Conventional

O
m@& P
Patient | Psycziatrist Evaluation

1. Summarization of
— | —— stressors and symptoms
—— | 2. Delineation of symptom
— related utterances
GPT Transcript Note

Proposed




1. Using LLMs for Diagnosing Mental Disorder

- Research Questions

- RQ1: Can LLMs (1) delineate which part of the patients’ utterances are
related to psychiatric symptoms and (2) name the corresponding symptoms?
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1. Using LLMs for Diagnosing Mental Disorder

- Research Questions

- RQ1: Can LLMs (1) delineate which part of the patients’ utterances are
related to psychiatric symptoms and (2) name the corresponding symptoms?

Transcript segment (having / tokens)

Question:
Answer:

......... My family's not going to China, they're coming
to Korea, it's obvious, and that's what | came for. | |
mean, it's amazing how tightly a person's chest is

neld until they get to Thailand, ah, South Korea. ......




1. Using LLMs for Diagnosing Mental Disorder

- Research Questions

- RQ2: Can LLMs summarize stressors and symptoms from an interview
between a Post-traumatic stress disorder (PTSD) patient and a trained
interviewer”?
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1. Using LLMs for Diagnosing Mental Disorder

Research Questions

- RQ2: Can LLMs summarize stressors and symptoms from an interview
between a Post-traumatic stress disorder (PTSD) patient and a trained
interviewer”?

“Summarize the PTSD experiences and/or
symptoms from the interview in 250 words.”
Interview

data | Expenences

\ Experience
=) swacton —[= - =)o
Module Exp only)

Symptoms
Symptom
—>  Extraction —> —> Summary
Module Symp only)

LR
Exp+Symp)
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Result: Section Estimation

Recall Ground-truth Section Estimated Section 52
mid-token 20
distance
0 But when I dream about it, I dream | But when I dream about it, I dream 40
about the scene of my escape, the scene | about the scene of my escape, the scene
of my escape from North Korea, the | of my escape from North Korea, the o
scene of my escape from the police, and | scene of my escape from the police, and 5 30 -
I still dream about it. I still dream about it. g-
0.11 Memory I don’t really want to think | Idon’t know, I haven’t pulled it out in a - 20 - 18 18
about long time, and it’s actually a memory I =
don’t really want to think about. Yeah.
0.27 That’s what I still think about now, | Never the things of my heart. I am 10-
why did I say that, when he’s gone, why | unjust. My heart is broken. I'm hurt- 3 3 5 3
did I say that, and that’s what I regret. | ing. I'm just not expressing it. 0 : , : - , — d . ,
0.4 Yes. That’s hard and scary too. It sounds like it’s hard for you to be 02 03 04 05 06 07 08 05 10
intimate with guys and have new rela- Recall Mid-Token Distance
tionships and stuff like that. P3: Yeah.
That’s hard and scary too.
1 It’s because we're conditioned to think | None
that anyone in black is someone who's
out to get us.

Estimated section is quite similar to the ground-truth section
(in many cases with small recall mid-token distance)
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Result: Symptom Estimation

Category of mental disorders

Symptom labels

PTSD re-experiencing, avoidance, negative alterations in
cognition, negative alterations in emotion, exagger-
ated arousal and reactivity, dissociation

C-PTSD negative self-concept, difficulty in maintaining in-

terpersonal relationships, emotional dysregulation

Major depressive episodes

depressed mood, loss of interest, decrease in ap-
petite, increase in appetite, insomnia, hypersom-
nia, psychomotor agitation, psychomotor retarda-
tion, fatigue, feelings of worthlessness, excessive
guilt, difficulty in concentration, impaired memory,
impaired judgment, suicidal ideation, suicide plan-
ning, and suicide attempt.

Panic attack

general anxiety, heart palpitations, sweating, trem-
bling, shortness of breath, choking, chest pain, nau-
sea, dizziness, chills or heat sensations, paresthesia,
dissociation, loss of control, and fear of dying

Alcohol use disorder

alcohol dependence, alcohol tolerance, alcohol with-
drawal

Model Method

Accuracy

Precision Recall Fl1-Measure

GPT-3.5 Turbo Fine-Tuning

GPT-4 Turbo ICL

GPT-4 Turbo Zero-Shot

GPT-4 Turbo Zero-Shot (w/ RAG)

0.817 -

0.537 = 0.008 0.551 = 0.009 0.550 = 0.007 0.546 =
0.644 = 0.004 0.649 = 0.003 0.681 == 0.002 0.657 =

0.708 = 0.005 0.715 = 0.007 0.745 = 0.005 0.722 =

- 0.002 0.828 = 0.002 0.818 = 0.001 0.821 £ 0.002

- 0.008
- 0.003

- 0.005
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Result: Summary

- Summary of GPT on Patient P9

SecL
manli

P9 experienced extreme mental and physical stress in North Korea and China. She faced
natural disasters, extreme hunger, arrest of her family, and constant threats from public

ity, which led to fears of deportation and loss of her family. Experiential trauma

fested as regular nightmares, restless sleep, anxiety, avoidance, arousal, re-experiencing
symptoms, and extreme stress reactions. She experienced severe hunger during the

))

hardship march” in North Korea, and legal insecurity and fear of family separation in China.
These events led to her escape to South Korea and continue to impact her life today. The

trauma recurs during the day and at night, and she continues to be extremely worried about
he

S
S
d

-/

-/

h

icidal t
ch as |

d Patient P9 is hi

rand her fa

mily’s safety. Overt symptoms of mental health include anxiety, depression,

noughts, death-related dreams, overreaction in everyday life, and physical symptoms

Ncreased

neart rate and sweating. These symptoms meet the criteria for PTSD,

ghly traumatized and in need of professional mental health care.
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Result: Summary

- Quantitative Evaluation of the summary generated by GPT

G-Eval
Coherence Consistency Fluency Relevance Overall
Strs 4.22 +0.19 4.024+0.33 1.55+0.60 4.21 +0.38 | 3.50 + 0.26
Symp 443 +0.21 4.34+0.71 1.15+0.12 4.42+4+0.17 | 3.59 + 0.28
Strs+Symp 4.66 + 0.08 4.73 +0.07 2.16 +0.71 4.67 +0.13 | 4.01 + 0.17
Strs (w/ RAG) 4.31 +£0.28 3.75+0.85 1.45+0.36 4.304+0.28 | 3.41 + 0.28
Symp (w/ RAG) 4.09+0.41 3.924+0.87 1.53+0.69 4.09 4+ 0.57 | 3.40 + 0.48
Strs+Symp (w/ RAG) | 4.51 £ 0.08 4.69+0.09 2.11+0.49 4.51+0.17 | 3.96 + 0.17

G-Eval score above 3.8 (out of 4.5): quite well done
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2. LLMs for Cognitive Distortion Classification

ERD: A Framework for Improving LLM Reasoning
for Cognitive Distortion Classification

Sehee Lim* Yejin Kim* Chi-Hyun Choi*
Yonse1 University Yonse1 University EverEx
sehee@706@yonsei.ac.kr yjkim.stat@yonsei.ac.kr leo@everex.co.kr
Jy-yong Sohn' Byung-Hoon Kim'
Yonsel University Yonseil University
EverEx EverEx

jysohn1108@yonsei.ac.kr egyptdj@yonsei.ac.kr

35



2. LLMs for Cognitive Distortion Classification

- Joint work with Everkx

I

®) = ~lxlod 1A
. el HAIAZols T X3 na
O E AI S A
. O|MIA[AEIH EEI A ZIHS xS
O — —
+ YNM[E], LTl =
Extraction Reasoning Debate
User Final
Speech Answer
distorted @
part Reasoning Distortion Assessment
T s Techniques debater 1 @ True / False
T . T | Chain-of-Thought i “"*%  Distortion Classification
Diagnosis-of-Thought : (from the 10 types)
, _ judge
7 : G

debater 2
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2. LLMs for Cognitive Distortion Classification

+ Input: User Speech

- larget Tasks
» Distortion Assessment (True/False)

+ Distortion Classification (out of 10 types + No distortion)

Distortion Type Count
All-or-nothing thinking | 100
Emotional Reasoning 134
Fortune-telling 143
Labeling 165
Magnification 195
Mental filter 122
Mind Reading 239
Overgeneralization 239
Personalization 153
Should statements 107
No Distortion 933
In Total 2530
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2. LLMs for Cognitive Distortion Classification

- LLMs can classity the cognitive distortion in the user speech

+ “Extraction” step improves the distortion classification performance
- "Debate” step reduces the cases of false positives

Distortion Assessment (True/False)

Distortion Classification (out of 10 types)

Method Sensitivity  Specificity  F1 Score Weighted F1 Score
Reasoning 99.290.19 6.79(‘).34 78.26(‘).16 15.28(‘)_65
+Extraction 99.830.03 0.930.22 77.480.04 24.40) 69
+Debate 73.100.26 33.050 55 68.890.24 22.180.99
+Extraction+Debate | 74.895 34 30.74., 4, 69.49; g9

24.27, .,
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2. LLMs for Cognitive Distortion Classification

+ Multiple rounds of “Debate” step improves the performance

Metric Round 1 Round 2 Round 3

Binary Fl 52.131.25 69.49().62 70.740.44
Multi-class F1 22-791.62 24.271 14 24.830.81
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Summary

- LLLMs are Dominating the ML/AI Field
- LLMs for Medical Domain

- My recent papers show that LLMs can assist psychiatric evaluations

- What about other tasks”
Probably better to rely on the success of multi-modal LLMs
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Thanks!

https://itml.yonsel.ac.kr
Jysohn1108@gmail.com
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